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Summary

The present longitudinal survey among 201 telecom managers supports the Job Demands-Resources (JD-R) model that postulates a health impairment process and a motivational process. As hypothesized, results of structural equation modeling analyses revealed that: (1) increases in job demands (i.e., overload, emotional demands, and work-home interference) and decreases in job resources (i.e., social support, autonomy, opportunities to learn, and feedback) predict burnout, (2) increases in job resources predict work engagement, and (3) burnout (positively) and engagement (negatively) predict registered sickness duration (“involuntary” absence) and frequency (“involuntary” absence), respectively. Finally, consistent with predictions results suggest a positive gain spiral: initial work engagement predicts an increase in job resources, which, in its turn, further increases work engagement. Copyright © 2009 John Wiley & Sons, Ltd.

Introduction

Virtually all models on occupational health and well-being focus exclusively on job stress and the resulting strain, thereby neglecting the potentially positive effects of work such as engagement. Hence, the recent call for more balanced approaches that include job strain as well as betterment of employees (Bakker & Schaufeli, 2008; Luthans, 2003; Wright, 2003) does not come as a surprise. The Job Demands–Resources (JD-R) model is an example of such a balanced approach that seeks to explain negative (burnout) as well as positive (work engagement) aspects of well-being by linking it to a strain and motivational process, respectively (Bakker & Demerouti, 2007). The current study has three innovative features. First, previous JD-R studies did not examine the causal (and reversed causal) effects of burnout/engagement on job demands/resources. A second distinct feature of our study is that...
we investigate the dynamic nature of the JD-R model by focusing on so-called loss and gain cycles that may result from an accumulation of job demands (and subsequent burnout) and job resources (and subsequent engagement), respectively. Third, we integrate company registered sickness absenteeism into the JD-R model by differentiating between “involuntary” and “voluntary” sickness absence as measures by absence duration and absence frequency, respectively (see also Bakker, Demerouti, De Boer, & Schaufeli, 2003). Being a behavioral indicator of employee strain, the former is expected to play a role in the strain process, whereas the latter is an indicator of employee motivation and therefore plays a role in the motivational process.

The job demands–resources model

The Job Demands–Resources (JD-R) model is a heuristic and parsimonious model that specifies how job strain (burnout) and betterment (work engagement) may be produced by two specific sets of working conditions that can be found in every organizational context: job demands and job resources. The former are “the things that have to be done” (Jones & Fletcher, 1996, p. 34) and refer to those physical, social, or organizational aspects of the job that require sustained physical and psychological (i.e., cognitive or emotional) effort, and are therefore associated with certain physiological and psychological costs (Demerouti, Bakker, Nachreiner, & Schaufeli, 2001). Although job demands are not necessarily negative, they may turn into job stressors when meeting those demands requires high effort from which the employee has not adequately recovered (Meijman & Mulder, 1998; Sonnentag & Zijlstra, 2006). While Karasek’s (1979) influential Demands-Control (DC) model—at least in its original form—uses a rather restricted definition of job demands that are mainly quantitative in nature (e.g., work overload and time pressure), the JD-R model expands this view by including those demanding characteristics of the working environment that are unique to the organization under study. For instance, the current study was carried out among managers who—in addition to quantitative demands—are also faced with emotional demands and inter-role conflict between work and family (Burke, 1988).

The second set of working conditions concerns the extent to which the job offers resources to individual employees. They refer to those physical, social, or organizational aspects of the job that may: (1) reduce job demands and the associated physiological and psychological costs, (2) be functional for achieving work goals, or (3) stimulate personal growth, learning, and development (Demerouti, Bakker, Nachreiner, et al., 2001). In the current study, we included autonomy, social support, performance feedback, and opportunities to learn, not only because of their inherent motivational qualities but also because a lack of these job resources has been associated with managerial stress (Burke, 1988). Moreover, opportunities to learn are deemed important because managers have a particularly strong need for learning, development, and career advancement (Tharenou & Conroy, 1994).

The central tenet of the JD-R model is that, irrespective of the occupation involved, job demands may evoke a strain or health impairment process, whereas job resources induce a motivational process (Bakker & Demerouti, 2007; Schaufeli & Bakker, 2004a). The strain process is illuminated by Hockey’s (1993, 1997) compensatory regulatory-control model. According to this model, employees under stress face a trade-off between the protection of their performance goals (benefits) and the mental effort that has to be invested in order to achieve these goals (costs). When job demands increase, regulatory problems occur in the sense that compensatory effort has to be mobilized to deal with the increased demands whilst maintaining performance levels. This extra compensatory effort is associated with physiological and psychological costs such as increased sympathetic activity, fatigue, and irritability. Continuous mobilization of compensatory effort drains the employee’s energy and might
therefore lead to burnout, ill-health, (Hockey, 1997; Ursin, Murison, & Knardahl, 1983), and eventually absenteeism.

The second, motivational process is driven by the availability of job resources, which by definition, play a motivational role because they foster employees’ growth, learning and development or because they are instrumental in achieving work goals. In the former case, job resources fulfill basic human needs, such as the needs for autonomy, relatedness, and competence as postulated in self-determination theory (Deci & Ryan, 2000; Ryan & Frederick, 1997). For instance, proper feedback fosters learning, thereby increasing job competence, whereas decision latitude and social support satisfy the needs for autonomy and the need to belong, respectively. In the latter case, the motivational role of job resources might be explained by the effort-recovery approach (Meijman & Mulder, 1998). According to this approach, work environments that offer abundant resources foster the willingness of employees to dedicate their efforts and abilities to the work task. In such environments, it is likely that the task will be completed successfully and that the work goal will be attained. For instance, supportive colleagues and performance feedback increase the likelihood of being successful in achieving one’s work goals. Hence, job resources are likely to foster work engagement through a motivational process that satisfies basic needs for autonomy, relatedness, and competence and that increases the likelihood of attaining one’s work goals.

The two most often studied negative and positive outcomes in the JD-R model are burnout and work engagement, respectively. Burnout is usually defined as a syndrome of exhaustion, cynicism, and lack of professional efficacy (Maslach, Schaufeli, & Leiter, 2001). However, accumulating evidence indicates that lack of professional efficacy plays a divergent role as compared to exhaustion and cynicism (see e.g., Lee & Ashforth, 1996; Leiter, 1993; Schaufeli & Salanova, 2007a) that are considered the essence or “core” of the burnout syndrome (Green, Walkey, & Taylor, 1991; Schaufeli & Taris, 2005). Work engagement is defined as a positive work-related state of mind that is characterized by vigor, dedication, and absorption (Bakker & Schaufeli, 2008; Schaufeli & Salanova, 2007b). However, recent research suggests that vigor and dedication constitute the core of engagement, whereas absorption seems to be related to the concept of flow (Csikszentmihalyi, 1990) and plays a different role compared to both other engagement dimensions (Salanova, Llorens, Cifre, Martinez, & Schaufeli, 2003). Flow refers to a short-term state of optimal experience—also outside the realm of work—that is characterized by focused attention, clear mind, mind and body unison, effortless concentration, complete control, distortion of time, and intrinsic enjoyment. Burnout and work engagement are distinct, yet negatively correlated concepts (Maslach, Schaufeli, & Leiter, 2001). More specifically, burnout is characterized by a combination of low energy (exhaustion) and low identification (cynicism), whereas work engagement is characterized by the opposite: a combination of high energy (vigor) and high identification (dedication). Hence, work engagement and job burnout are a function of two underlying psychological dimensions dubbed energy and identification with one’s work (González-Romá, Schaufeli, Bakker, & Lloret, 2006).

In the current study we introduce sickness absenteeism as an additional element in the JD-R model. Although sickness absence is a complex phenomenon that is influenced by a host of social, organizational, and personal factors (for a recent review, see Dekkers-Sanchez, Hoving, Sluiter, & Frings-Dresen, 2008), it is assumed that there are two explanations for employees’ decisions to report themselves sick (Bakker, Demerouti, De Boer, et al., 2003; Johns, 1997). First, employees may be absent because they want to withdraw from aversive work circumstances. Using this withdrawal hypothesis it has been found that employees who are low in job satisfaction and organizational commitment are more frequently absent than those who are more satisfied and committed (e.g., Farrell & Stam, 1998; Mathieu & Kohler, 1990; Sagie, 1998; Stansfeld, Head, & Ferrie, 1999). This agrees with the notion of “voluntary” absenteeism because it involves an escape from, or even protest against
poor or aversive work circumstances (Chadwick-Jones, Nicholson, & Brown, 1982). “Voluntary” absenteeism is usually operationalized as absence frequency, i.e., the number of spells or times an employee has been absent during a particular period, regardless of the length of each of those spells (Steel, 2003). A second explanation for absenteeism is that absence behavior is a reaction to distress caused by job demands. This explanation stipulates that absenteeism may be used as a coping mechanism to deal with stressful job demands and that it is not merely a behavioral reaction to dissatisfaction (Kristensen, 1991). Using the stress reaction hypothesis, it has been found that job stressors such work overload (Dwyer & Ganster, 1991), high emotional demands (Bakker, Demerouti, & Schaufeli, 2003b), and work–home conflict (Goff, Mount, & Jamison, 1990), as well as elevated burnout levels (Iverson, Olekalns, & Erwin, 1998; Parker & Kulik, 1995) are associated with higher absence rates. This agrees with the notion of “involuntary” absenteeism because it involves the inability to perform work tasks (Chadwick-Jones et al., 1982). “Involuntary” absence is usually operationalized as absence duration, i.e., the total length of time an individual has been absent over a specified period regardless of the number of absence spells (Steel, 2003). Accordingly, in terms of the JD-R model it seems that “voluntary” sickness absence is associated with the motivational process, whereas “involuntary” sickness absence is associated with the strain process. More particularly, like satisfied and committed employees, engaged employees are not likely to report themselves ill, whereas those suffering from job strain (burnout) are likely to be unable to go to work. So based on the JD-R model, different predictions can be made about different kinds of absenteeism. Indeed, an earlier study that used a modified JD-R framework which included organizational commitment instead of work engagement, found that high job demands (and not lacking job resources) were related—via burnout—to absence duration, whereas lacking job resources (and not high job demands) were related—via commitment—to absence frequency (Bakker, Demerouti, De Boer, et al., 2003).

In conclusion, according to the JD-R model, the two sets of working conditions evoke different processes: (1) a strain process in which high job demands (e.g., work overload, emotional demands, work–home conflict) deplete employees’ mental energy and thus may produce burnout (exhaustion and cynicism) and “involuntary” sickness absence; (2) a motivational process in which sufficient job resources (e.g., autonomy, performance feedback, social support, and opportunities for learning) foster employee motivation and thus may produce work engagement (vigor and dedication) and reduce “voluntary” sickness absence.

Evidence for the JD-R model

So far, the main assumptions of the JD-R model have been confirmed in cross-sectional studies (for a review see Bakker & Demerouti, 2007), but an integral longitudinal test still stands out. First, it appears that job demands and job resources can be empirically distinguished and that they are weakly to moderately negatively correlated (e.g., Bakker, Demerouti, De Boer, et al., 2003; Bakker, Demerouti, Taris, Schaufeli, & Schreurs, 2003; Demerouti et al., 2001a; Schaufeli & Bakker, 2004a). Second, as far as the strain process is concerned, results convincingly show that job demands are positively related to burnout (Bakker, Demerouti, De Boer, et al., 2003; Bakker, Demerouti, & Euwema, 2005; Demerouti, Bakker, De Jonge, Janssen, & Schaufeli, 2001; Hakanen, Bakker, & Schaufeli, 2006; Llorens, Bakker, Schaufeli, & Bakker, 2006; Schaufeli, & Bakker, 2004a) and particular to its hallmark exhaustion (Bakker, Demerouti, De Boer, et al., 2003; Bakker, Demerouti, & Verbeke, 2004; Demerouti, Bakker, Nachreiner, et al., 2001; Lewig & Dollard, 2003). Third, and in accordance with the burnout literature (Halbesleben & Buckley, 2004; Lee & Ashforth, 1996; Schaufeli & Enzmann, 1998; Neveu, 2007), poor job resources are also related to burnout—particularly cynicism—albeit that this relationship is generally weaker than with job demands (Bakker, Demerouti, Taris, et al., 2003; Bakker et al., 2004,
Theoretically speaking, this agrees with the contention that the underlying dimensions of burnout are affective (exhaustion) and motivational (cynicism) in nature (González-Romá et al., 2006). Fourth, there is evidence for the mediating role of burnout in the relationship between job demands and various indicators of physical or mental ill-health (Bakker, Demerouti, De Boer, et al., 2003; Bakker, Demerouti, & Schaufeli, 2003; Hakanen et al., 2006; Llorens et al., 2006; Schaufeli & Bakker, 2004a). Hence, based on the propositions of the JD-R model that are supported by cross-sectional results, we formulate:

**Hypothesis 1**: Job demands and job resources predict future burnout. More specifically, after controlling for baseline burnout, increases in job demands and decreases in job resources predict future burnout.

Fifth, as far as the motivational process of the JD-R model is concerned, it has been consistently found that job resources (and not job demands) are positively related to work engagement (Hakanen et al., 2006; Llorens et al., 2006; Schaufeli & Bakker, 2004a). Recently, using a 2-year longitudinal study, Mauno, Kinnunen, and Ruokolainen (2007) showed that between 4% and 10% of additional variance in engagement dimensions was explained by baseline levels of job resources, after controlling for baseline job demands. Sixth, there is evidence for the mediating role of work engagement in the relationship between job resources and various indicators of organizational commitment (Hakanen et al., 2006; Llorens et al., 2006; Schaufeli & Bakker, 2004a). Hence, based on the propositions of the JD-R model that are supported by cross-sectional results, we formulate:

**Hypothesis 2**: Job resources predict future levels of work engagement. More specifically, after controlling for baseline work engagement, increases in job resources predict future work engagement.

**Sickness absenteeism and the JD-R model**

As argued before, “voluntary” and “involuntary” absenteeism play a role in the motivational process and the strain process of the JD-R, respectively. Although many research findings indicate that motivational variables (i.e., job satisfaction) are more strongly related to “voluntary” absenteeism (i.e., absence frequency) than to “involuntary” absenteeism (i.e., time lost) these results are not entirely unequivocal (Steel, 2003). Nevertheless, it seems that different processes exist that lead to either long or to less frequent absenteeism (Bakker, Demerouti, De Boer, et al., 2003; Johns, 1997; Kohler & Mathieu, 1993). Thus, we formulated the following two hypotheses:

**Hypothesis 3**: Burnout predicts future absence duration (but not absence frequency): the more burned-out, the longer the absence spells.

**Hypothesis 4**: Engagement predicts future absence frequency (but not absence duration): the more engaged, the fewer future absence spells.

**Loss and gain cycles**

Previous research has not only provided evidence for causal relationships between job demands and burnout, and between job resources and engagement but also reciprocal effects. For instance, Demerouti, Bakker, and Bulters (2004) studied the strain process and found that in addition to normal causation, exhaustion predicted future work pressure. Such reciprocal relationships are not uncommon.
In their review of longitudinal studies on organizational stress, Zapf, Dormann, and Frese (1996) found reversed effects in six out of sixteen studies. Also more recent studies provide additional evidence for reciprocal causation, for instance between job characteristics (job control, job complexity, supervisor support, work pressure, and boundary spanning) and burnout, particularly exhaustion (De Lange, Taris, Kompier, Houtman, & Bongers, 2004).

Reciprocal relationships between job demands and burnout are compatible with the notion of loss cycles as proposed by conservation of resources (COR) theory (Hobfoll & Shirom, 2000). According to COR-theory, people strive to obtain, retain, and protect things they value, which are called resources and include material objects (e.g., a computer), social conditions (e.g., favorable job characteristics), personal characteristics (e.g., self-efficacy), and energies (e.g., vigor). Hobfoll and Shirom (2000) have argued that those individuals who do not have access to strong resource pools are more likely to experience increased resource loss (loss cycle), whereas those with strong resource pools will invest resources for future resource gains (gain cycle).

Testing this dynamic nature of their COR-model, Hobfoll, Johnson, Ennis, and Jackson (2003) found indeed that both loss and gain of material, social and personal resources were related to changes in depressive mood and anger. Specifically, resource loss was related to increased emotional distress (depressive mood and anger), whereas resource gain was related to decreased distress.

Recently, Shirom, Melamed, Toker, Berliner, and Shapira (2005) applied the notions of COR-theory to burnout. They argued that when individuals experience job stress (i.e., when resources are lost or threatened, or when resource investments do not reap the anticipated return) they respond by attempting to limit the impact of that stress through energy conservation. This in itself requires additional resource expenditure (e.g., spending more time and effort in stress management) that might further deplete the employee’s energy backup and contribute to burnout. In other words, in trying to cope with job stress and protect one’s resources, other resources have to be invested which carries the risk of burning-out. This, in its turn, will perpetuate recourse loss. Shirom et al. (2005, p. 289) concluded that: “...burned-out individuals risk entering an escalating spiral of losses, cumulating in an advanced stage of burnout.” Hence, we formulate:

\textbf{Hypothesis 5}: Baseline burnout predicts future burnout via an increase in job demands and a decrease in resources (loss cycle).

In contrast, according to COR-theory gaining resources increases the individual’s resource reservoir, which makes it more likely that additional resources will be acquired. Indeed, Llorens, Schaufeli, Bakker, and Salanova (2007) observed in an experimental study that task resources (i.e., time control and method control) increased engagement (via self-efficacy), which, in its turn, increased task resources (again via self-efficacy). Thus, evidence was found for a gain cycle: task resources → engagement → task resources, whereby self-efficacy played a mediating role. Furthermore, results from a recent longitudinal field study Salanova, Bakker, and Llorens (2006) on flow also suggests a similar cycle: flow—measured as a combination of absorption, intrinsic work motivation, and work enjoyment—fosters job recourses (in terms of organizational culture) that in turn increase flow experiences.

The finding that positive emotional states (work engagement and flow) increase job resources is consistent with 	extit{Broaden-and-Build} theory (Fredrickson, 2001, 2003). Although this theory is about emotions instead of engagement and about personal resources instead of job resources, striking parallels exist. For instance, a recent study showed that positive emotions are involved in the motivation process of the JD-R model (i.e., mediate the relationship between resources and engagement), whereas negative emotions are involved in the strain process (i.e., mediate the relationship between job demands and burnout) (Schaufeli, & Van Rhenen, 2006). According to Fredrickson (2001), positive emotions
broaden people’s momentary thought-action repertoires and build their enduring personal resources. Her theory suggests that positive emotions broaden people’s modes of thinking and action, which over time builds their enduring resources. These resources, in their turn, function as reserves that can be drawn on later to help people thrive, thus triggering a gain cycle toward greater emotional well-being and more resources. The existence of such gain cycles at the workplace that are fueled by positive emotions is suggested by the results of two studies by Staw and his colleagues (Staw, Sutton, & Pellod, 1994; Wright & Staw, 1999). Both studies showed that positive emotions predict future improvements in social support from supervisors and coworkers, future improvements in supervisor evaluations, and future pay increases. Hence, individuals who at initial assessment experience positive emotions had, over time, transformed themselves into more effective and socially integrated employees who could draw upon larger resource pools (i.e., social support, money). As outlined above, the JD-R model predicts that increases in job resources fosters employee motivation and concomitant work engagement. Therefore, applied to our study, we formulate:

_Hypothesis 6:_ Baseline work engagement predicts future engagement via an increase in job resources (gain cycle).

The hypothetical research model of our study is graphically displayed in Figure 1, whereby the numbers in the figure refer to the hypotheses.

![Figure 1. The research model](image)

*Note:* The numbers refer to the hypotheses and the signs to the direction of the relationship (see text).
Organizational Context

**Telecom Company**
The company offers telecommunications services to both private consumers and business customers in The Netherlands. The core activities are telephony plus data services through the fixed network, and mobile telecommunications services. In 1989, a process of gradual privatization started that was completed in 2006. The company was privatized and because of the liberalization of the market, it was increasingly important for the company to reduce its prices, to accommodate to customer demands, and to improve its efficiency. As a consequence, since its privatization the company has gone through many reorganizations that resulted in massive redundancies. Although this was a time of a fairly strong economy with low unemployment rates and good job opportunities in the Dutch labor market, for the company it was the most difficult period in its long history. Namely, the company reached an all time high debt by buying UMTS licenses. This urged the company for further far-reaching measures such as reassessing alliances, accelerating restructuring processes, and further reducing its workforce.

**Telecom Industry**
The liberalization of the telecommunications sector is profoundly changing the content industry, as new ways of delivering content will be developed. Nowadays, content developers have a direct opportunity—through the Internet—to deliver their content to customers. This means that certain distribution channels cease to exist and new ones are created. Current markets for electronic information and communication services are still separated because of the required transport networks. With the emergence of new transparent digital platforms for the transmission of electronic information and communication, a single market for electronic data transport will develop independent of the type of application. However, this single transmission market will consist of many highly differentiated market segments in terms of supplied service management and applications. It is obvious that this market leads both to threats and opportunities for sound and effective market development in the telecom industry.

**Telecom Managers**
Study participants were managers and executives, most of whom had long tenures with the company (see sample). The telecom managers had to effectively manage—in addition to their daily work—redundancy programs, thereby mitigating adverse effects. Moreover, they had to coach the survivors and thus to deal with fairness issues that are related to redundancies. These managerial tasks call for social leadership, but most managers have a technical background and have been promoted in managerial jobs because they performed well in their previous, technical specialist job.

Method

**Sample**
A two-wave longitudinal study with a 1-year time interval took place among managers and executives of a Dutch telecom company that offers telecommunication services to both private consumers and
business customers in The Netherlands (see box organizational context). At Time 1 (T1) all 420 middle managers and executives of the company were invited by the company’s occupational health and safety service to participate in the study that was part of a recurring employee health and well-being survey (response rate 87%; N = 364). One year later, at Time 2 (T2), 338 managers and executives were invited to participate again in a similar health and well-being survey (response rate 62%; N = 210). A 1 year follow-up was chosen because burnout (Schaufeli & Enzmann, 1998) as well as work engagement (Schaufeli & Salanova, 2007b) are defined as rather persistent psychological states that do not change very much in the short run. Due to turnover, death and pensioning, 26 respondents dropped out at T2. The panel group that completed both questionnaires and that is used in the present study consists of 201 employees. The T1 and T2 data of 9 respondents could not be linked for technical reasons, so that finally 48% of the initial sample was included in the panel.

The majority of the sample is male (89%), 54% holds at least a college degree, 35% completed a vocational training program, and 8% visited high school only. The mean age of the sample is 44.3 years (SD = 7.6), and the managers work on average only 2 years (SD = 2.5) in their current jobs but are on average 19.9 years employed at the company (SD = 10.4). Thus, we deal with a typical managerial sample consisting of predominantly highly educated, experienced, middle-aged, and married men, who work in a turbulent organizational environment.

Selective dropout was only observed for age: compared to those who dropped out (N = 164), those who also participated at T2 (N = 201) were slightly older (M = 44.3 versus M = 41.0; t(349) = 3.96; p < .001). No selective dropout was found for gender (χ²(1) = .01, n.s.) or level of education (χ²(7) = 5.00, n.s.). Moreover, multivariate analysis of variance revealed that the mean scores on all study variables (i.e., demands, resources, burnout and engagement) of the dropouts did not differ from those who remained in the study, multivariate F(12, 319) = 1.15, n.s. It can therefore be concluded that selective drop-out is not a serious problem in the present study.

Procedure

At T1 and at the T2 follow-up 1 year later, the participants received a similar paper-and-pencil questionnaire with an accompanying letter that explained the purpose of the study, emphasized voluntary participation, and guaranteed confidentiality. Participants were asked to fill out the questionnaire and put it back into an envelope that was collected by members of the occupational health service of the company. Sickness absence data were collected by the company’s occupational health service and linked to the questionnaire data, using a unique personnel code. Employees signed an informed consent before participating in the study.

Instruments

Job demands

Work overload (5 items; αT1 = .73; αT2 = .78) and emotional demands (3 items; αT1 = .79; αT2 = .77), representing quantitative and qualitative job demands, respectively, were assessed with shortened scales (e.g., Bakker, Demerouti, De Boer, et al., 2003; Bakker, Demerouti, & Schavfeli, 2003; Bakker, Demerouti, Taris, et al., 2003; Bakker et al., 2004) of the questionnaire on the experience and evaluation of work (QEEW), which is widely used by Dutch occupational health services and applied researchers (Van Veldhoven & Meijman, 1994; Van Veldhoven, De Jonge, Broersen, Kompier, & Meijman, 2002). Example items are: “Do you have to work very fast?” (work overload) and “Does your work put you in emotionally upsetting situations?” (emotional demands). The third job demand,
work–home interference, was measured by a scale developed by Peeters, De Jonge, Janssen and Van der Linden (2004) (7-items; $\alpha_{T1} = .85; \alpha_{T2} = .88$) that assesses time- and behavior-based interference. An example item is: “How often does it occur that you have so much to do at work that you cannot fulfill duties at home?”

**Job resources**

Using shortened scales of the QEEW, four job resources were assessed: social support (3 items; $\alpha_{T1} = .87; \alpha_{T2} = .87$), autonomy (3 items; $\alpha_{T1} = .79; \alpha_{T2} = .90$), opportunities to learn and to develop (4 items; $\alpha_{T1} = .84; \alpha_{T2} = .84$), and performance feedback (3 items; $\alpha_{T1} = .80; \alpha_{T2} = .82$). Example items are: “If necessary, can you ask your colleagues for help?” (social support); “Do you have freedom in carrying out your work activities?” (autonomy); “Do you learn new things in your work?” (opportunities to learn and to develop); “Does your work provide you with direct feedback on how well you are doing your work?” (feedback). All demands and resources items were scored on a 5-point rating scale ranging from 1 (“never”) to 5 (“always”).

**Burnout** was assessed with two scales of the Dutch version (Schaufeli & Van Dierendonck, 2000) of the Maslach burnout inventory—general survey (MBI-GS; Schaufeli, Maslach, Leiter, & Jackson, 1996): Exhaustion (5 items) and Cynicism (4 items). Example items are: “I feel emotionally drained from my work” (exhaustion) and “I have become more cynical about whether my work contributes anything” (cynicism). All items were scored on a seven-point scale ranging from 0 (“never”) to 6 (“always”). The MBI-GS has been successfully validated psychometrically in The Netherlands and elsewhere (e.g., Bakker, Demerouti, & Schaufeli, 2002; Schutte, Toppinen, Kalimo, & Schaufeli, 2000).

**Work engagement** was assessed with two scales of the Utrecht work engagement scale (UWES; Schaufeli, Salanova, González-Romá, & Bakker, 2002): Vigor (6 items) and Dedication (5 items). Example items are: “At my job, I feel strong and vigorous” (vigor), and “I am enthusiastic about my job” (dedication). The engagement items are similarly scored as those of the MBI-GS. The UWES has been successfully psychometrically validated in The Netherlands and elsewhere (e.g., Schaufeli & Bakker, 2004b; Storm & Rothmann, 2003). The internal consistencies of the burnout and engagement scales can be found in Table 1.

**Sickness absence** data was taken from the sickness absence records of the employees filed in the database of the company’s occupational health service. Data on sick leave gathered from company records are clearly preferable as an outcome measure above sick leave data obtained from questionnaires or interviews (Van Poppel, De Vet, Smid, Koes, & Bouter, 2002). As is usual in sickness absence research, a 1-year time interval was chosen in order to cancel out seasonal fluctuations in company’s registered sickness absence (Steel, 2003). In addition, during the first year sickness absence is fully compensated in The Netherlands, after 1 year sick managers are considered work incapacitated and another social security regime applies. All spells of absence for medical reasons were centrally reported and registered by the executive manager. Absence spells longer than 2 weeks were verified by a company doctor by inviting the employee on sick leave so that the validity of the absence data is assumed to be high. Two sickness absence measures are used: absence frequency (i.e., the number of sick-leave spells between T1 and T2) and absence duration (i.e., the number of sick-leave days between T1 and T2). The mean absence frequency was .52 (SD = .83), and the mean absence duration was 9.9 days (SD = 36.11). Since absence frequency and absence duration had considerable skewness (1.72 and 5.47, respectively) and kurtosis (3.18 and 14.43, respectively) a log10 transformation was performed in order to approach a normal distribution (Aiken & West, 1991). After this transformation the indices for skewness and kurtosis were either within or below the ranges that are summarized by Steel (2003) and based on three sickness absence studies with 1-year time intervals.
### Table 1. Means, standard deviations, internal consistencies (Cronbach’s α on the diagonal) and correlations between the variables, \(N = 201\)

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SD</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Work overload</td>
<td>0.00</td>
<td>0.68</td>
<td>(n.a.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Emotional demands</td>
<td>0.00</td>
<td>0.53</td>
<td>0.36***</td>
<td>(n.a.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Work–home interference</td>
<td>0.00</td>
<td>0.53</td>
<td>0.42***</td>
<td>0.40***</td>
<td>(n.a.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Autonomy</td>
<td>0.00</td>
<td>0.57</td>
<td>-0.10</td>
<td>-0.26***</td>
<td>-0.12</td>
<td>(n.a.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Learning opportunities</td>
<td>0.00</td>
<td>0.61</td>
<td>-0.06</td>
<td>-0.07</td>
<td>-0.16</td>
<td>0.19*</td>
<td>(n.a.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Social support</td>
<td>0.00</td>
<td>0.67</td>
<td>-0.15</td>
<td>-0.27***</td>
<td>-0.23**</td>
<td>0.29***</td>
<td>0.25***</td>
<td>(n.a.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Performance feedback</td>
<td>0.00</td>
<td>0.60</td>
<td>-0.14</td>
<td>-0.18</td>
<td>-0.17</td>
<td>0.20</td>
<td>0.34***</td>
<td>0.28***</td>
<td>(n.a.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Time 1 exhaustion</td>
<td>1.42</td>
<td>0.98</td>
<td>-0.06</td>
<td>-0.03</td>
<td>-0.02</td>
<td>-0.03</td>
<td>-0.09</td>
<td>-0.07</td>
<td>-0.09</td>
<td>(0.86)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Time 1 cynicism</td>
<td>1.00</td>
<td>0.78</td>
<td>-0.13</td>
<td>0.02</td>
<td>-0.11</td>
<td>-0.04</td>
<td>-0.08</td>
<td>-0.13</td>
<td>-0.18</td>
<td>0.56***</td>
<td>(0.78)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Time 1 vigor</td>
<td>4.30</td>
<td>0.72</td>
<td>-0.02</td>
<td>0.03</td>
<td>0.17</td>
<td>0.04</td>
<td>0.12</td>
<td>0.09</td>
<td>-0.47***</td>
<td>-0.46***</td>
<td>(0.81)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Time 1 dedication</td>
<td>4.42</td>
<td>0.82</td>
<td>0.11</td>
<td>0.01</td>
<td>0.05</td>
<td>0.06</td>
<td>0.01</td>
<td>0.13</td>
<td>0.10</td>
<td>-0.44***</td>
<td>-0.63***</td>
<td>0.75***</td>
<td>(0.91)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. Time 2 exhaustion</td>
<td>1.18</td>
<td>0.81</td>
<td>0.16</td>
<td>0.14</td>
<td>0.22**</td>
<td>-0.07</td>
<td>-0.08</td>
<td>-0.23***</td>
<td>-0.01</td>
<td>0.67***</td>
<td>0.38***</td>
<td>-0.31***</td>
<td>-0.33***</td>
<td>(0.84)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13. Time 2 cynicism</td>
<td>1.07</td>
<td>0.89</td>
<td>0.04</td>
<td>0.23**</td>
<td>0.16</td>
<td>-0.25***</td>
<td>-0.30***</td>
<td>-0.26***</td>
<td>-0.26***</td>
<td>0.49***</td>
<td>0.63***</td>
<td>-0.33***</td>
<td>-0.43***</td>
<td>0.53***</td>
<td>(0.79)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14. Time 2 vigor</td>
<td>4.40</td>
<td>0.76</td>
<td>0.00</td>
<td>-0.14</td>
<td>-0.11</td>
<td>0.23***</td>
<td>0.17**</td>
<td>0.22***</td>
<td>0.18**</td>
<td>-0.39***</td>
<td>-0.45***</td>
<td>0.75***</td>
<td>0.68***</td>
<td>-0.43***</td>
<td>-0.54***</td>
<td>(0.86)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15. Time 2 dedication</td>
<td>4.43</td>
<td>0.93</td>
<td>-0.06</td>
<td>-0.23***</td>
<td>-0.18</td>
<td>0.28***</td>
<td>0.33***</td>
<td>0.34***</td>
<td>-0.31***</td>
<td>-0.38***</td>
<td>-0.50***</td>
<td>0.55***</td>
<td>0.66***</td>
<td>-0.42***</td>
<td>-0.66***</td>
<td>0.79***</td>
<td>(0.91)</td>
<td></td>
</tr>
<tr>
<td>16. Absence duration</td>
<td>0.35</td>
<td>0.57</td>
<td>-0.14</td>
<td>-0.01</td>
<td>-0.08</td>
<td>-0.03</td>
<td>-0.12</td>
<td>-0.05</td>
<td>-0.18</td>
<td>0.31***</td>
<td>0.30***</td>
<td>-0.20***</td>
<td>-0.22***</td>
<td>0.16</td>
<td>0.25***</td>
<td>-0.27***</td>
<td>-0.28***</td>
<td>(n.a.)</td>
</tr>
<tr>
<td>17. Absence frequency</td>
<td>0.13</td>
<td>0.19</td>
<td>-0.09</td>
<td>0.02</td>
<td>0.03</td>
<td>-0.05</td>
<td>-0.12</td>
<td>-0.02</td>
<td>-0.13</td>
<td>0.21**</td>
<td>0.20</td>
<td>-0.22**</td>
<td>-0.21***</td>
<td>0.11</td>
<td>0.25***</td>
<td>-0.28***</td>
<td>-0.27***</td>
<td>0.84***</td>
</tr>
</tbody>
</table>

Notes: * = after log10 transformation; \(\Delta = T1-T2\) residual change score.
\(p < .05; ** p < .01; *** p < .001.\)
Analyses

Structural equation modeling methods as implemented by AMOS 5 (Arbuckle, 2003) were used to test the fit of the research model. Maximum likelihood estimation methods were used and the input for the analysis was the covariance matrix of the items. The goodness-of-fit of the model was evaluated using four absolute fit indices (cf. Jöreskog & Sörbom, 1986): $\chi^2$ goodness-of-fit statistic, Goodness-of-fit index (GFI), Adjusted goodness-of-fit index (AGFI), and Root mean square error of approximation (RMSEA). Because $\chi^2$ is sensitive to sample size, meaning that the probability of rejecting a hypothesized model increases with sample size, two relative goodness-of-fit indices were calculated (Hu & Bentler, 1999): Non-normed fit index (NNFI) and Comparative fit index (CFI). For these two fit-indices, as a rule of thumb, values greater than .95 are considered as indicating a good fit, whereas values smaller than .06 for RMSEA are indicating an acceptable fit.

T1–T2 changes in demands and resources were measured as residual scores that were then included in the structural equation model (cf. Hobfoll, Johnson, Ennis, & Jackson, 2003). Following the recommendations of Smith and Beaton (2008), these change scores were obtained by regressing T2 scores of the demands and resources on the corresponding T1 scores. The differences between the predicted and the observed scores of T2 demands and resources are the standardized residual scores that we used in the analyses. Positive residual scores indicate an increase and negative scores a decrease in demands or resources. Seven regression analyses were performed separately using the three demands and the four resources as dependent variables. This method of using residual scores as indicators of change has the advantage of not inflating error that might occur with the use of difference scores (Cronbach & Furby, 1970). As recommended by Pitts, West, and Tein (1996), the corresponding measurement errors of the burnout and engagement indicators of T1 and T2 were allowed to covary over time; i.e., the error of T1 exhaustion with that of T2 exhaustion, and so on. The covariation of corresponding measurement errors across time accounts for the systematic (method) variance associated with each specific indicator.

Results

Descriptive statistics

Means, standard deviations, internal consistencies (Cronbach’s $\alpha$) and correlations of all study variables are presented in Table 1.1 Note that, by definition, the mean values of the standardized residual scores are zero. As can be seen from Table 1, the internal consistencies of all scales meet the criterion of .70, a value that is used as a rule of thumb for sufficient reliability (Nunnally & Bernstein, 1994).

Test of measurement models

Before testing the structural model that is displayed in Figure 1, three so-called measurement models that define relations between the observed and the unobserved or latent variables were fitted to the data. This first step is necessary to ensure that the latent variables are adequately representing the observed

---

1The full correlation matrix that also includes T1 and T2 demands and resources is available from the first author upon request.
variables. The first measurement model that was tested includes all items of the scales that assess job demands and job resources at T1 and at T2. The question to be answered is whether the second-order two-factor structure with job demands (including work overload, emotional demands, and work–home interference) and job resources (including social support, autonomy, opportunities to learn and to develop, and performance feedback) fits to the data at both occasions. For that reason, this two-factor structure is compared with the one-factor model that assumes that all demands and all resources load on one general factor, representing job characteristics. As can be seen from Table 2, the hypothesized two-factor model fits well to the data of T1 and T2 with RMSA, NNFI, and CFI satisfying their respective criteria. All indicators load significantly on the latent variables, with coefficients ranging from .58 to .86 at T1 and from .48 to .88 at T2 (all \( p < .001 \)). Moreover, the fit of the two-factor second-order model is significantly better than that of the one-factor model that assumes that all demands and all resources load on one job characteristics factor (T1: \( \Delta \chi^2 = 85.75, df = 2; p < .001 \); T2: \( \Delta \chi^2 = 52.97, df = 2; p < .001 \)). Hence, it is concluded that two latent second-order factors—job demands and job resources—adequately represent the observed data.

The second measurement model was tested to the data in order to check whether or not the factor loadings of the scales were invariant across time. Such measurement invariance of scales is a prerequisite for valid time comparisons in longitudinal research. Each scale assessing job demands, job resources, burnout and work engagement was tested separately. A freely estimated model was compared with a model in which factor loadings at T1 and T2 were constrained to be equal. A \( \chi^2 \) difference test between both models did not produce any significant results (all \( p's < .05 \)) so that it can be assumed that the factor loadings of all scales are invariant across time.

The third measurement model includes all six latent variables and two manifest sickness absence variables of the research model that are displayed in Figure 1. T1–T2 changes in work overload, emotional demands, and work–home interference were used as indicators of a latent variable representing changes in job demands (\( \Delta \) demands), whereas T1–T2 changes in autonomy, opportunities for leaning, feedback, and social support were used as indicators of a latent variable representing changes in job resource (\( \Delta \) resources). Furthermore, exhaustion and cynicism, and vigor and dedication

---

Table 2. Fit indices of measurement and structural models (\( N = 201 \))

<table>
<thead>
<tr>
<th>Model</th>
<th>( \chi^2 )</th>
<th>df</th>
<th>GFI</th>
<th>AGFI</th>
<th>RMSEA</th>
<th>90% CI</th>
<th>NNFI</th>
<th>CFI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demands–resources (measurement models)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One-factor model at T1</td>
<td>511.88</td>
<td>343</td>
<td>.85</td>
<td>.82</td>
<td>.05</td>
<td>.040–.058</td>
<td>.93</td>
<td>.93</td>
</tr>
<tr>
<td>One-factor model at T2</td>
<td>592.31</td>
<td>343</td>
<td>.82</td>
<td>.79</td>
<td>.06</td>
<td>.052–.068</td>
<td>.90</td>
<td>.91</td>
</tr>
<tr>
<td>Two-factor model at T1</td>
<td>426.13</td>
<td>342</td>
<td>.87</td>
<td>.85</td>
<td>.04</td>
<td>.023–.045</td>
<td>.96</td>
<td>.97</td>
</tr>
<tr>
<td>Two-factor model at T2</td>
<td>539.34</td>
<td>342</td>
<td>.84</td>
<td>.81</td>
<td>.05</td>
<td>.054–.062</td>
<td>.92</td>
<td>.93</td>
</tr>
<tr>
<td>Null model at T1(^1)</td>
<td>2860.27</td>
<td>378</td>
<td>.33</td>
<td>.27</td>
<td>.18</td>
<td>.175–.187</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Null model at T2(^2)</td>
<td>3036.77</td>
<td>378</td>
<td>.32</td>
<td>.27</td>
<td>.18</td>
<td>.181–.194</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Research model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measurement model</td>
<td>127.57</td>
<td>89</td>
<td>.93</td>
<td>.88</td>
<td>.05</td>
<td>.037–.065</td>
<td>.96</td>
<td>.98</td>
</tr>
<tr>
<td>Hypothesized model</td>
<td>163.29</td>
<td>103</td>
<td>.91</td>
<td>.87</td>
<td>.05</td>
<td>.036–.068</td>
<td>.95</td>
<td>.96</td>
</tr>
<tr>
<td>Final model</td>
<td>156.10</td>
<td>107</td>
<td>.91</td>
<td>.87</td>
<td>.05</td>
<td>.039–.069</td>
<td>.95</td>
<td>.96</td>
</tr>
<tr>
<td>Null model(^3)</td>
<td>1756.42</td>
<td>138</td>
<td>.40</td>
<td>.33</td>
<td>.24</td>
<td>.234–.254</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Notes:

\(^1\)Includes all demands and resources at T1 without specifying any relationships among them.

\(^2\)Includes all demands and resources at T2 without specifying any relationships among them.

\(^3\)Includes all variables of the research model without specifying any relationships among them.

---

2Not included in Table 2. Results are available from the first author upon request.
formed the T1 and T2 indicators of the latent burnout and work engagement factors, respectively. Finally, the observed log10 transformed absence duration and absence frequency between T1 and T2 were included in the measurement model. The measurement model assumes that all eight variables are distinct, yet correlated. As can be seen from Table 2, SEM-analyses revealed that this measurement model fit the data well with RMSEA, NNFI, and CFI meeting their respective criteria. Moreover, all indicators load significantly on the intended variables, with coefficients ranging from .45 to .89 (all \( p \)'s < .001). Hence, it is concluded that the six latent and two manifest variables in the model adequately represent the observed variables.

**Test of hypothesized structural equation model**

Next, the hypothesized structural model as depicted in Figure 1 was tested using SEM. Since no significant correlations were observed between age and any of the study variables (.01 < \( r < .11 \)) there was no need to control for age. As can be seen from Table 2, the fit of the hypothesized model is good with RMSEA < .06 and both NNFI and CFI ≥ .95.

However, inspection of the path-coefficients revealed that two path-coefficients were non-significant: the path from T1 burnout to \( \Delta \) demands (\( \beta = .14, p = .12 \)), and the path from T1 burnout to \( \Delta \) resources (\( \beta = -.16, p = .09 \)). In addition, the correlations of the T1 and T2 error terms of cynicism and dedication were not significant (.26 and .24, respectively). After removing both non-significant paths and both non-significant error correlations, the fit of the hypothesized model improved slightly (\( \chi^2 = 7.19, df = 2; p < .05 \)). The resulting final model is depicted in Figure 2. For reasons of parsimony, the observed variables are not displayed, but they all load significantly on their respective latent variables with coefficients ranging from .45 to .94 (all \( p \)'s < .001). As can be seen from Figure 2, 81% of the variance in both T2 burnout and T2 engagement is explained by the model.

Hence, Hypothesis 1 is supported. This hypothesis stated that, after controlling for T1 burnout, T2 burnout is predicted by increasing demands and decreasing resources between T1 and T2. The effects of job demands and resources are about similar in size (\( \beta = .23 \) and \( \beta = -.27 \), respectively; see Figure 2). Thus the greater the increase in job demands and the decrease in job resources during the previous year the more burned-out managers feel, irrespective of their baseline level of burnout. Likewise Hypothesis 2 is supported that stated that, after controlling for T1 engagement, T2 engagement is predicted by an increase in resources between T1 and T2 (\( \beta = .45 \)). In order to assess the uniqueness of the relationship between \( \Delta \) resources and T2 engagement, an alternative model was tested that included the path running from \( \Delta \) demands to T2 engagement. It appeared that this path was non-significant (\( \beta = -.10 \), n.s.), thus confirming the unique relationship of \( \Delta \) resources and T2 engagement. Hence the greater the increase in job resources (but not in job demands) the previous year the more engaged managers feel, irrespective of their baseline level of engagement.

Hypotheses 3 stating that T1 burnout predicts T1–T2 absence duration is supported, as well as Hypothesis 4 that asserts that T1 engagement predicts T1–T2 absence frequency. As can be seen from Figure 2, 3% of the variance in absence frequency and 7% in absence duration is explained by the model. In order to evaluate the uniqueness of T1 burnout and T1 engagement for absence duration and absence frequency, respectively, an alternative model was tested with additional paths running T1 burnout to absence frequency and from T1 engagement to absence duration. As expected, both paths were non-significant (\( \beta = -.14 \), n.s. and \( \beta = -.02 \), n.s., respectively). Hence, it is concluded that the effects of T1 burnout and T1 engagement on T1–T2 absence duration and T1–T2 absence frequency, respectively, are unique. This means that, compared to managers with low levels of burnout, managers with high levels of burnout are likely to be longer (but not more frequently) on sick-leave during the...
following year. Contrarily, compared to managers with low levels of engagement managers with high levels of engagement are likely to be less often (not not shorter) on sick-leave during the following year.

Hypothesis 5 about the existence of a loss cycle regarding burnout is not supported because the path from T1 burnout to Δ demands appeared to be non-significant. On the other hand, Hypothesis 6 is supported that assumes that T1 work engagement leads to an increase in job resources between T1 and T2, which, in its turn, fosters T2 engagement. In order to test the mediating effect of Δ resources, we fitted an alternative model to the data in which the paths running from T1 engagement to Δ resources, and from Δ resources to T2 engagement were eliminated (thus assuming no mediation). Compared to the final model, the fit of this alternative model to the data deteriorated significantly (Δ $\chi^2 = 58.26$, df = 2; $p < .001$). Instead of explaining 81% of the variance (see Table 2), the alternative model explains only 61% of the variance of T2 engagement. In addition, the results of a Sobel-test confirm mediation by Δ resources ($z = 2.18; p < .05$) of the T1–T2 engagement relationship. Thus, the increase of resources between T1 and T2 plays a partial mediating role, adding a substantial proportion of explained variance in T2 work engagement over and above T1 work engagement. Hence, the notion of a gain cycle that involves work engagement and job resources is corroborated by our findings. This means that managers who initially feel engaged are likely to perceive an increase in job resources in the following year, which, in its turn, makes them feel more engaged 1 year later.

Figure 2. The final model ($N = 201$)

Note: Dotted lines represent non-significant paths in the hypothesized model. Proportions explained variance between brackets.
Discussion

The aim of the current study among managers of a telecom company was threefold: (1) to provide longitudinal evidence for the Job Demands–Resources (JD-R) model; (2) to investigate the dynamic nature of the model in terms of loss and gain cycles; and (3) to integrate prospective company registered sickness absenteeism into the JD-R model.

Longitudinal evidence for the job demands–resources model

Our results indicate that changes in job demands and job resources predict future burnout and work engagement. More specifically, when job demands (i.e., work overload, emotional demands, and work–home interference) increase, and job resources (i.e., job control, feedback, social support, and opportunities for learning) decrease, future burnout scores increase, also after controlling for initial burnout (Hypothesis 1). This agrees with many cross-sectional and (some) longitudinal studies on the antecedents of burnout (for reviews, see Halbesleben & Buckley, 2004; Schaufeli & Enzmann, 1998). These studies showed that—particularly exhaustion and cynicism—are positively related to job demands such as work overload, emotional demands, and work–home interference, and negatively related to job resources, such as autonomy, performance feedback, social support and opportunities for professional development. In a similar vein, our study established a longitudinal link between increasing demands and the development of burnout, thereby corroborating the strain process as assumed by the JD-R model.

Simultaneously, when job resources increase, work engagement tends to increase as well, also after controlling for initial engagement (Hypothesis 2). Furthermore and as expected, changes in demands do not affect future levels of work engagement. Hence, supplementing previous cross-sectional studies using the JD-R model (e.g., Hakanen et al., 2006; Llorens et al., 2006; Schaufeli & Bakker, 2004a), the current study confirms that (changes in) demands and resources predict future burnout and work engagement. Our findings also agree with a number of studies that found positive associations between work engagement and job resources, including social support from co-workers and superiors, performance feedback, coaching, autonomy, task variety, and training facilities (for an overview, see Schaufeli & Salanova, 2007b). Hence, overall our results support the existence of a motivational process as proposed by the JD-R model.

Sickness absenteeism and the job demands–resources model

As far as sickness absence is concerned, our findings indicate that initial burnout predicts future absence duration, but not absence frequency (Hypothesis 3), whereas initial levels of work engagement predict future absence frequency, but not absence duration (Hypothesis 4). Thus, as expected, burnout is associated with “involuntary” absenteeism and leads to longer sickness absence, whereas work engagement is associated with “voluntary” absenteeism and leads to less frequent absences. The former agrees with several studies that indicate that burnout is positively associated with sickness absenteeism (e.g., Bakker, Demerouti, De Boer, et al., 2003; Firth & Britton, 1989; Lawson & O’Brien, 1994; Price & Spence, 1994; Saxton, Phillips, & Blakeney, 1991). Recently, a study using a large representative Finnish sample found that those with severe burnout had 52 excess sickness absence days during the 2 year study period, as compared to those with low burnout scores (Ahola, et al., 2008). Except for the study of Bakker, Demerouti, De Boer, et al. (2003a), no differentiation is made between
absence duration and absence frequency. Our results confirm those obtained in this Finnish study: high job demands (and not lacking job resources) were related to absence duration, whereas lacking job resources (and not high job demands) were related to absence frequency. It should be noted that the variance in absenteeism that is explained by burnout in the above-mentioned studies ranges between 2–4%, which is slightly lower than is explained in the current study (3–7%).

As our study illustrates, distinguishing between both absence measures is important because both outcomes seem to refer to different processes: involuntary absenteeism being the result of job strain (e.g., burnout), and voluntary absenteeism being the results of lacking motivation (e.g., engagement), respectively (cf. Chadwick-Jones et al., 1982). In line with the predictions of the JD-R model (see Figure 1), absence duration is particularly linked with the strain process, whereas absence frequency is particularly linked with the motivational process. This is particularly remarkable given the fact that the correlation between absence frequency and duration is quite substantial. Usually, correlations between absence frequency and duration range between −.05 and .60 (Farrell & Stam, 1988), as was the case in our study before the log10 transformation ($r = .38$). Note that our findings regarding sickness absence underscore the existence of a strain and a motivational process.

**Loss and gain cycles**

Our findings go beyond the mere longitudinal validation of the JD-R model by illustration of its dynamic nature, particularly as far as the motivational process is concerned. In contrast to the strain process that did not seem to initiate a loss cycle of increasing demands and decreasing resources (Hypothesis 5), indications were found for the existence of a gain cycle of resources (Hypothesis 6). That is, high initial levels of work engagement predicted an increase of job resources over the next year, which, in its turn, resulted in more engagement at the end of that year. The latter agrees with COR-theory that predicts that resource gain will lead to greater well-being (Hobfoll & Shirom, 2002; Hobfoll et al., 2003). However, the current study goes one step further by showing that well-being (engagement) leads to future resource gain, which suggests a gain cycle in which resources and engagement reinforce each other reciprocally. This is in line with the results of a recent experiment among university students that showed that task resources (i.e., time and method control) predicted later engagement and that engagement predicted later task resources—through efficacy beliefs (Llorens et al., 2007).

Such reciprocal relationships are not only consistent with the notion of gain cycles, as proposed by COR-theory (Hobfoll & Shirom, 2002), but also with the recently formulated broaden-and-build theory (Fredrickson, 2001, 2003) and with the related socially embedded model of thriving at work (Spreitzer, Dutton, Dutton, Sonnenschein & Grant, 2005). Research with the broaden-and-build theory showed that momentary experiences of positive emotions can build enduring personal resources and trigger upward spirals toward emotional well-being (Fredrickson & Joiner, 2002). Applying the work of Fredrickson (2001, 2003) to the work situation, Spreitzer et al. (2005) propose a theoretical model that includes a type of positive spiral between the resources created in the doing of work and “thriving”, a concept that overlaps with engagement and includes vitality and a sense of learning. This spiral is fueled by “agentic work behaviors”, such as task focus, exploration, and heedful relating. Such notions of upward spirals are compatible with our results that suggest that engagement builds job resources—presumably by broadening the employee’s thought–action repertoire or through agentic work behaviors—and as a result employees feel better—i.e., more engaged.

Finally, our results on the gain cycle also seem to agree with observations from an in-depth interview study in which engaged employees indicated that they generated their own positive feedback, for instance, by being extra friendly and helpful to customers so that they are more likely to express their gratitude (Schaufeli, Taris, Le Blanc, Peeters, Bakker, & De Jonge, 2001). However, it should be
pointed out that an alternative explanation cannot be ruled out: rather than actually building resources, engaged managers could also have changed their perception of resources (i.e., being more aware of their existence). Evidently, only the inclusion of objective indicators of job resources (e.g., number of social interactions, pay increase) may resolve this issue.

In contrast, no support was found for the existence of a loss cycle, where high job demands and a loss of resources would result in burnout symptoms, which, in their turn, would lead to higher job demands and fewer job resources. This is remarkable, not only because bad events generally have greater impact than good events (cf. Baumeister, Bratslansky, Finkenauer, & Vohs, 2001), but also because COR-theory assumes that people are primarily motivated to protect themselves from resource loss, which makes loss more salient than gain (Hobfoll & Shirom, 2002). Seen from this perspective, it would have been more likely to find empirical support for the existence of a loss cycle rather than a gain cycle. Although resource loss between T1 and T2 predicted T2 burnout (Hypothesis 1), T1 burnout did not predict resource loss (Hypothesis 5). It should be noted that observing reversed causation is the exception rather than the rule in longitudinal research, as is illustrated by the review of Zapf, Dormann, and Frese (1996). They found reversed causal effects only in six out of sixteen studies, so roughly in one-third of the cases.

Nevertheless, we can speculate why in the current study “normal” causation is observed, but not reciprocal causation. One possible explanation is that employees with high (clinical) levels of burnout withdraw from the organization (absenteeism, personnel turnover) before they seriously impact on job demands (e.g., make mistakes and therefore increase their own demands) and job resources (e.g., no longer receive support from colleagues or positive feedback because of their cynicism). Thus, the “healthy worker effect” may prevent (relatively low levels of) “burnout” to have an impact on the work environment. Furthermore, a floor effect of burnout might exist because in the current sample levels of exhaustion ($t(389) = 2.65, p < .001$) and cynicism ($t(389) = 4.10, p < .001$) are significantly lower compared to a reference group of managers from the test manual (Schaufeli & Van Dierendonck, 2000). However, on the other hand, a significant effect of burnout on absence duration was found, which seems to contradict this interpretation. Finally, another possible methodological explanation is the lack of statistical power because only about 200 employees were included; after all, the path-coefficients were in the expected direction and their strength just lacked significance. Taken together it seems that rather than continuing with their work and experiencing increased job demands, managers with elevated burnout scores at T1 report themselves sick.

Study limitations and suggestions for future research

Recently, Schaufeli and Bakker (2004a) proposed three recommendations for future research on the JD-R model that were all followed in the present study: (1) a longitudinal design should be used, (2) objective outcomes such as sickness absenteeism should be included, and (3) job resources should be included that are more distal from job demands, such as learning opportunities. Nevertheless, some more work needs to be done. For instance, in order to study lagged mediation effects (e.g., high job demands → burnout → absence duration) a three-wave longitudinal design is necessary (Cole & Maxwell, 2003). Also, the need remains to include other objective outcomes such as, for instance, objective performance (Harter, Schmidt, & Hayed, 2002), and other distal resources, such as, for instance, career perspectives.

As in virtually all sickness absence studies absence frequency and absence duration were not normally distributed in our study, albeit that skewness and kurtosis of both absence indicators were within ranges found in other studies (Steel, 2003). As suggested by Steel and Rentsch (1995) considerable distributional smoothing may occur for absence measures when they are cumulated over
lengthy periods. In their study, they varied the period of data cumulation over the range 2–70 months and found that longer periods of data cumulation (i.e., 3 years or more) resulted in distributional smoothing, particularly for absence duration. Hence, future studies should consider using longer time intervals for collecting absence data.

A possible limitation of the current study is the low percentage of variance explained in absence frequency (3%) and absence duration (7%). However, this is in line with other studies, for instance on burnout and absenteeism (Schaufeli & Enzmann, 1998; p. 91) and hardly surprising since work-related stress is but one of many variables accounting for employee absence behavior (Michie & Williams, 2003). Non-work variables accounting for absenteeism include a wide range of factors, such as personal characteristics, sport injuries, smoking, alcohol consumption, psychological disorders, and physical pain (cf. Johns, 1997). This also applies for the employee’s health status. For instance, it cannot be ruled out that such non-work variables, including employee health—might have influenced “involuntary” absenteeism. Hence, in order to explain more variance in absence behavior these factors should be included in future research as well.

In The Netherlands, sickness absence of employees is almost completely financially compensated during the first year, so that no loss of income is experienced by the managers on sick leave who participated in our study. It cannot be ruled out that in other countries, where sickness absenteeism leads to income loss, different results would be obtained, particularly for absence frequency because this is an indicator of employee motivation (Johns, 1997). For instance, in countries where financial losses occur, disengaged employees might be less inclined to be absent from work for short spells.

Finally, the specific sample under study—a relatively small group of managers from one specific large company—could be considered a weakness because its homogeneous nature limits the generalization of our findings to other occupational groups. However, managers are an important group to investigate because they pay a key role in organizations and it has been argued that healthy managers and executives make an important economic contribution to their organization (Quick & Cooper, 2002). Nevertheless, despite the small sample size we observed significant relationships between the study variables. This is—most likely—due to the fact that we deliberately reduced the number of estimated parameters in the model, for instance by including residual scores. In future studies with larger samples more elaborated versions of the JD-R model could be tested, for instance including personal resources as well.

**Practical implications**

There is a growing recognition that the organization’s financial health correlates with investments in employee well-being (Goetzel, Guindon, Turshen, & Ozminskowski, 2001) so that there is an economic incentive for reducing burnout and building engagement. Our results indicate that changes in job demands predict future burnout and burnout predicts future absence duration. In addition, work engagement was found to predict future absence frequency. These findings illustrate the importance of our study for organizations. In order to be effective in reducing burnout—and thus absence duration—two avenues may be followed. First, reducing exposure to job demands such as work overload, emotional demands, and work–home interference, and second, providing job resources such as job autonomy, learning opportunities, social support, and performance feedback (cf. Schaufeli & Enzmann, 1988; pp. 143–183). Our results show that in order to increase engagement reducing the exposure to job demands is not the best option; instead, the motivating potential of job resources should be exploited. Resources are not only necessary to deal with job demands and to “get things done”, but they also are important in their own right because they increase work engagement. In contrast, the lack of organizational resources has a detrimental effect not only on employee burnout (Lee & Ashforth,
1996), but also on employee motivation and performance (Wong, Hui, & Law, 1998) since it precludes actual goal accomplishment, and undermines employees’ learning opportunities (Kelly, 1992). In addition, providing job resources would set in motion a gain cycle that is not only likely to result in higher levels of engagement, but also to increase job resources and reduce absence frequency.

The so-called Vitamin Model of Warr (2007) provides a shortlist of nine types of job resources (“vitamins”) that are related to employee health and well being: (1) opportunity for control; (2) opportunity for skill use; (3) externally generated goals; (4) variety; (5) environmental clarity; (6) availability of money; (7) physical security; (8) opportunity for interpersonal contact; and (9) valued social position. These nine categories that can be further broken down in sub-categories may be used to systematically assess the profile of resources in a particular job so that lacking resources can be tracked down and, if necessary, provided.

Another practical implication that follows from our study is that different strategies should be followed in order to reduce sickness duration or sickness frequency among employees. Our results confirm that the former—“involuntary” absence—is an indicator of job stress that is linked to the strain process, whereas the latter—low “voluntary” absence—is an indicator of employee motivation (cf. Chadwick-Jones et al., 1982). This means that: (1) when registering absenteeism organizations should differentiate between duration and frequency; (2) when targeting to reduce sickness duration levels, burnout (i.e., employee unwell-being) should be decreased, for instance by reducing job demands and increasing job resources; (3) when targeting to reduce sickness absence frequency, levels of engagement (i.e., employee well-being) should be promoted, for instance by providing additional job resources.

Final note

On balance, our results support the JD-R model and the notion of a strain process and a motivational process (see Figure 1). The JD-R model integrates the traditional “negative” view on employee well-being (burnout) with a “positive” view (engagement) and thus provides a more balanced approach of employee well-being. Therefore, the JD-R model may bridge the gap between occupational health management and human resources management that are traditionally concerned with job strain and motivation, respectively.
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